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Abstract

The aim of this project is to implement and compare
the performance of particle filter based pedestrian/person
tracking mechanism, that considers different methods for
target representation. The application of Pedestrian/Person
tracking can be found in autonomous cars, sports tracking,
and surveillance. There are a plethora of other applica-
tions as well, making pedestrian tracking an important re-
search area. This report details the particle filter methodol-
ogy which utilizes the color histogram and moment invari-
ant observation models along with a Fusion strategy that
calculates scene adaptive weights for combining the before
stated models. The implemented algorithms are then tested
on a challenging video sequence of a person walking, with
frequent occlusions, moving camera, and similar looking
distractions. Finally, a comparative study is then conducted
to analyze the difference in performance between the uti-
lized methods i.e. Color Based, Moment Based and Fusion.
This evaluation is performed w.r.t two metrics: euclidean
distance and overlap area. The results are ranked, reveal-
ing the Fusion based method as the best, closely followed
by Color histogram and then Moment invariant model with
comparatively least accurate tracking.

1. Introduction

The ability to track people in a videos is a common prob-
lem and it’s significance keeps increasing, as we race to-
wards a future where autonomous cars and other human-
machine interaction become the norm. The applications of
pedestrian tracking also stem to other areas, for example in
surveillance to track suspicious people, for traffic manage-
ment, for aerial and wheeled robots that follow a target, in
sports to track players etc. Since the inherent application is
related to images, one may solely think of visual tracking
as a computer vision (CV) problem. This, in some way,
is correct, as computer vision methods could be used to
detect the person frame by frame. However, as it usually
is, things are not that simple for practical implementations,
due to factors like occlusions, light variations, other people,
non-stable camera etc. For example, when tracking a per-

son, the view of the camera could be obstructed by another
person crossing in-between. There could also be similarly
dressed people which make it harder for the detector to pro-
vide good measurements. During the duration of tracking,
the illumination can change due to shadows, lights etc. and
might confuse the detector if a set target profile is initial-
ized. Finally, along with movements of the target, the cam-
era might not be stable. These factors could contribute to
poor measurements and may make tracking simply through
CV methods lack robustness. Moreover, as we know, ap-
plied estimation filters are adept at combining the prowess
of prediction and measurement to provide a reliable esti-
mate. Accordingly, inspired by [9], we follow a strategy of
combining the color histogram and moment invariant obser-
vation models to get a robust pedestrian tracker. The robust-
ness is checked with regard to tracking under challenging
circumstances, provided in the chosen dataset [4].

Outline This report follows an information flow begin-
ning with section 1, which introduced the problem of pedes-
trian tracking, as well as it relevance. Next, section 2, will
deal with discussing the literature surrounding the topic
of object tracking in video and how that motivates this
study. This is then followed by the Methodology section
(3), which lists a detailed description of the techniques uti-
lized in this implementation and how they tie all together.
Finally, section 4 entails the experiments conducted, their
results and subsequent analysis. Succeeded by section 5 re-
flecting on the conclusions drawn from this project.

2. Related Work
There are two main categories that need to be discussed

when considering the topic of object tracking in an video
sequence. These are Object detection and Object tracking.

The detection part, as the name implies, concerns the
identification of the target from the background and other
objects present in the image. The significance of the detec-
tion method is solidified by the reasoning that any tracking
method would rely on the detector. As stated in [15] [11],
the object detection methods can further be categorized into,
1) Point detectors, 2) Segmentation, 3) Background Mod-
elling and 4) Machine learning based methods. The point
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detectors include well known techniques like Harris inter-
est point detector [6], SIFT detector [13] etc. The aim here
is to find interest points and these are invariant to illumina-
tion and camera viewpoint changes. As for Segmentation
methods, some examples are Mean Shift clustering [2] and
Graph cut [16]. Jumping to the remaining relevant category,
i.e., machine learning based detectors, these methods have
gained significant popularity in the recent years. The idea is
to identify a function based on labelled training data, such
that the function can then provide an output (detected region
of interest), given the input image. An example of a super-
vised classifier that has seen utilization for this purpose is
SVM (Support Vector Machines)[1]. Accordingly, in this
implementation, for object detection, we will be employing
a linear SVM based on Histogram of gradients (HOG) [3].

For the purpose of this course, the literature search for
object tracking was limited to particle filters. The origin of
particle filter’s application on object tracking is attributed
to [8], [5], [10], which have individually proposed the con-
cept. A reason that further catapulted particle filter’s usage,
is their ability to handle non-gaussian posterior distributions
and complex non-linear behaviors, as opposed to Kalman
filter variants. This makes them suitable for person track-
ing tasks where one could vitness complex and unexpected
movements as well as occlusions. At the base, the particle
filter implementation in most of the papers reviewed, seems
to following the same structure. Moreover, the difference
usually comes from the scheme used for target representa-
tion. For instance, in [17], the target is represented using
a vector of seven invariant moments. On the other hand,
[14] makes use of features dependent on color profile of
the target. This form of tracking through color based fea-
tures is shown to be robust against out of plane rotations,
scale and rotation invariance but more sensitive to changes
in illumination. The study in [9], combines the above two
approaches for modelling the target, but for the purpose of
face tracking. The authors in [9] show that a more reliable
tracking could be achieved by combining the two types of
observation models and thus, in tern compensate for their
individual weaknesses.

Therefore, in this report, we will be following the fusion
based approach from [9], but to track a person instead. This
problem can be considered comparatively more challenging
due to frequent partial and full occlusions, moving camera
and detection confusion caused by similar looking objects
to the target.

3. Methodology

3.1. Particle Filter

This section explores the particle filter implementation.
A particle filter is a non-parametric filter, and often referred
to as Sequential Monte Carlo (SMC) method [18]. The be-

lief here is represented by a set of samples/particles with
varying weights. Something that gives it an edge over the
ubiquitous Extended Kalman filter, is that it can model non-
linear transformations, without needing any form of lin-
earization. This makes it especially appealing for video
tracking situations, which often handles non-gaussian and
non-linear distributions [15].

3.1.1 States

A conventional way to locate and track objects in images is
through bounding boxes which encapsulate the property of
interest. Accordingly, our target (person) will be defined in
terms of the bounding box that covers it. This leads to the
following state vector:

sk = [x, y, vx, vy, hx, hy, α]
T (1)

Here, from Equation 1, x and y are the center coordi-
nates, vx and vy are the velocities of the center coordinates,
hx and hy are the width and height of the bounding box
and finally, α is the scaling factor with regard to the initial
bounding box.

3.1.2 Initialization

Selecting the Target At the start of the algorithm, we
need to define a single target that will be subject to the track-
ing. In our case, this is obviously a person and will be the
sole target that the algorithm will consider. For selecting the
target, mainly two ways were considered: 1) Select the per-
son manually by choosing the region in which the individual
is located. 2) In the used dataset, the very first frame only
has one person, and this is also our desired target. There-
fore, we can automize the target selection without having
much confusion between multiple bodies.

For this purpose, We make use of a method that com-
bines Support Vector Machine (SVM) and Histogram Of
Oriented Gradients (HOG), to detect a person. This module
will be referred to as the Person detector or simply, detector
in further sections. The output from this detector is a bound-
ing box that encapsulates the target. The bounding box from
the detector is characterized by [x, y, hx, hy], where x, y are
the center coordinates of the box and hx, hy are the width
and height, respectively. The target information then needs
to be modified to fit the state vector format (Equation 2) and
thus the target state vector is of the following form:

starget0 = [x, y, 0, 0, hx, hy, 1]
T (2)

Note, after the target initialization, the target is only up-
dated according to a confidence level judged in the detector.
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Initialize Particles The particles that represent the fil-
ter’s estimated belief are each described through their cor-
responding state and weight. Hence, we can denote them
as: pnk = [snk wn

k ]
T , where this is for the nth particle at

iteration k and sk is the state vector for that particle along
with wk being its weight i.e., the value that describes how
accurately can that particle represent the state of the system.

During initialization, the particles are spread uniformly
across the whole state space (the whole frame) and weighed
equally. So, if there are N particles, then each particle is
initialized with weight 1

N at a random position in the frame.
In this implementation, there will be two particle initial-

ization, one for each type of observation model. So, basi-
cally this implementation could be considered a combina-
tion of two particle filters whose posterior beliefs are com-
bined. This will be discussed in section 3.1.4 and 3.1.7

3.1.3 Prediction Model and Propagation

In the video, the target individual is moving continuously
and with no significant acceleration during the whole mo-
tion. As such, we utilize a constant velocity model, inspired
by the related literature [15]. Therefore, in each iteration
of the algorithm, the particles are propagated as shown in
equation 3. In other words, the center coordinates change
between frames according to the person’s walking velocity,
while the width and height of the bounding box are changed
according to α from previous iteration.

For each particle:

xk = xk−1 + vxk−1 +N (0,ΣR)

yk = yk−1 + vyk−1 +N (0,ΣR)

vxk = vxk−1 +N (0,ΣR)

vyk = vyk−1 +N (0,ΣR) (3)

hxk = αk−1 · hxk−1 +N (0,ΣR)

hyk = αk−1 · hyk−1 +N (0,ΣR)

αk = αk−1 +N (0,ΣR)

In the above motion model, R represents the process
noise. So, N (0,ΣR) is a multivariate Gaussian distribution
with zero mean and standard deviation given by R.

3.1.4 Measurement Models

The prediction part did the job of propagating the particles,
where each particle represents a probable state. But not all
particles would provide good estimates, so in order to dif-
ferentiate the particles, their weights need to decided. We
decide this based on the comparison between the particle’s
estimated bounding box and the measured target’s bound-
ing box. Correspondingly, this comparison can be done in
various ways, moreover, in this implementation it is done
through color based and moment based models.

Color Based Model According to [12], the HSV color
space provides some invariance to illumination changes.
Therefore, the enclosed region within each particle’s bound-
ing box undergoes some transformations to get to the HSV-
histograms of that space. The Bhattacharya distance (shown
in equation 4) is then calculated for each particle w.r.t to the
target bounding box’s HSV-histogram. This distance shows
the similarity between the two compared spaces, and its val-
ues are between 0 and 1, where 0 denotes an exact match
[9].

d =

√√√√1−
512∑
1

√
q · p(n) (4)

Here, q and p(n) are 1 × 512 flattened vectors. q is for the
target and p(n) is for the nth particle.

Moment Based Model Another type of observation
model that we have is the Moment based model. Before
we discuss the details, it’s worth pointing out the benefits
of adopting this technique. As opposed to the color based
information, the moment values are capable of describing
the spatial information. Furthermore, this is invariant to 2D
transformations like, translations, rotation, and scaling and
independent of chromatic content [9].

The main goal here again is to parameterize the region
within the bounding boxes and then compare the predicted
estimates against the target. In this method, we try to find
the moments of order (p+q) for the image function f(x, y)
using the following equations defined in [7] and used in [9]

mpq =
∑
x

∑
y

xpyqf(x, y) for (p, q = 0, 1, 2.....)

(5)

The image centroid is defined as:

µpq =
∑
x

∑
y

(x− m10

m00
)p(y − m01

m00
)qf(x, y) (6)

Then calculate the normalized central moment:

ηpq = µpq/µ
(p+q+2)/2+1
00 (7)

All this leads to the central moments being expanded into
the Hu moments as follows:
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ϕ1 = η20 + η02

ϕ2 = (η20 − η02)
2 + 4η211

ϕ3 = (η30 − 3η12)
2 + (3η21 − η03)

2

ϕ4 = (η30 + η12)
2 + (η21 − η03)

2

ϕ5 = (η30 − 3η12)
2(η30 + η12)[(η30 + η12)

2

− 3(η21 + η03)
2] + (3η21 − η03)(η21 + η03)

[3(η21 + η03)
2 − (η21 + η03)

2] (8)

ϕ6 = (η20 − η02)
2[(η30 + η12)

2 − (η21 + η03)
2]

4η11(η30 + η12)(η21 + η03)

ϕ7 = (3η21 − η03)(η30 + η12)[(η30 + η12)
2

− 3(η21 − η03)
2] + 3(η12 − η30)(η21 − η03)

[3(η30 + η12)
2 − (η21 + η03)

2]

With this, we can make a 1 × 7 Hu moment vector (Φ)
for the particles (Φ(n)

p ) and the target (ΦT ). The moments
need to be standardized and then we can calculate the simi-
larity between the target and the hypotheses using equation
9. Here, as before, d = 0 signifies an exact match.

d =
1

7

7∑
i=1

abs

(
ΦT − Φ

(n)
p

ΦT +Φ
(n)
p

)
for nth particle (9)

3.1.5 Weight Update

The likelihood of each particle being the target is deter-
mined by the similarity distances that were determined
through the observation models, as discussed in the pre-
ceding section 3.1.4. Therefore, the weights are updated
as shown in equation 10. Moreover, the weights should also
be normalized and then each particle will hold a weight ac-
cording to its likelihood.

w
(n)
k =

1√
2πσ

e

(
−

(d
(n)
k

)2

2σ2

)
(10)

The Fusion strategy will be discussed in a later section,
however, something worth notifying is that if both observa-
tion models are used then there will be two sets of weights
calculated w.r.t to each model for all particles.

3.1.6 Posteriori State Estimation

Once the weights have been updated, we can calculate the
final state estimate by taking a weighted average of all par-
ticles (equation 11). One drawback of this method is that
it can lead to incorrect results when there is more than one
likely cluster of particles. Correspondingly, the choice of
this method may seem counterintuitive, especially when

particle filters excel at handling multimodal distributions.
However, in our work case, the above scenario wasn’t a re-
curring issue and with this method being quite computation-
ally inexpensive, proved to be sufficient.

sk =

N∑
i

w
(n)
k · s(n)k (11)

3.1.7 Fusion

The particle filter can function with either of the above men-
tioned observation models, moreover, there is an additional
possibility to have the combined advantages of both mod-
els. Once the posterior state estimate has been calculated for
both color based and moment based method, we can com-
bine them through a weighted sum, where more prefernce
is given to the most suitable method in that frame. These
fusion weights are calculated as follows:

sFk = wcolor
k · scolork + wmoment

k · smoment
k (12)

where,

wcolor
k =

exp(−βdcolork )

exp(−βdcolork ) + exp(−βdmoment
k )

(13)

wmoment
k =

exp(−βdmoment
k )

exp(−βdcolork ) + exp(−βdmoment
k )

In equation 13, β is called the attenuation constant,
dmoment
k and dcolork are the euclidean distance between the

respective observation method’s estimated center (bounding
box’s center) and the target’s center [9].

3.1.8 Re-sampling

This is one of the crucial steps for Particle filters. As the
weights get updated, the particles representing less likely
hypotheses gets weighted less. Then during resampling,
these particles that are far from the likely state are removed
and updated to be in the vicinity of the higher weight parti-
cles. Basically, we are allowing the higher weight particles
to survive while re-placing the lower weight ones. With the
outliers being removed and the high particle concentration
in high likelihood regions, we end up with a more accurate
system state estimate.

Out of many available methods for this purpose, because
of familiarity and effectiveness, Systematic re-sampling
was used.

3.2. Tracking Dataset

To test the particle filter implementation, we selected the
BoBoT benchmark tracking dataset [4]. Although there are
different tracking scenarios available in BoBot, we choose
a video sequence which included the challenges that one
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might encounter when tracking a person in real life. As
such, the selected video sequence involves a person walk-
ing with a moving camera following him. During the walk,
other people frequently cross in front of the camera, acting
as occlusions. Some people are also dressed similar to the
target individual, so it can create issues for the detector as
well. The video sequence plays at 25 fps and there are 1017
frames in total, with each frame being equal to 320 x 240.
Its characteristics could be summarized as: moving camera,
moving target, non-rigid target, rotation, similar distractors,
full occlusion, and outdoor [4] [15]. Finally, this dataset
also includes the ground truth in terms of the bounding box
around the tracked individual in each frame. This would
allow for a more comprehensive evaluation of the imple-
mented methodology.

4. Experiments and Results
To even begin, something that needed to be tested was

if the particles were converging around the correct state.
Which they did. As it can be seen in figure 1, where the
red boxes represent the particles, the blue box is the aver-
aged state estimate and the black box is the ground truth.
The particles are initially spread uniformly over the whole
workspace (figure 1b) and then in the subsequent iterations,
they coverage around the true state as illustrated in figure
1c.

The objective now can be shifted to a comparative eval-
uation of Particle filter’s tracking performance for Color
based method, Moment based method and Fusion method.
To quantify the difference between the ground truth and es-
timated state, two types of error were utilized. First, based
on euclidean distance between ground truth’s center and the
state estimate’s center. This is a fairly simple way of assess-
ing the difference, however, it dose not take the width and
height of the bounding box into account. For example, there
could be scenarios where the center’s co-align but the cor-
responding boxes might have drastic differences in terms of
height and width. Therefore, to cover for this issue, we also
assess the overlap between the given ground truth box area
and estimated box area. The overlap of areas is calculated
as follows:

Eoverlap =
area(REST ∩RGT )

area(REST ∪RGT )
(14)

where, RGT and REST are the bounding box for ground
truth and state estimate, respectively.

It should be noted that for the euclidean error, a lower
value would correspond to a better performance. Contrarily,
for area overlap, a higher value would correspond to better
performance. Here, a value of 1 is tantamount to complete
overlap and 0 to none.

Now, for the comparison between the methods, the im-
plemented algorithm was run 20 times with 100 particles

(a) First Frame

(b) Particle Initialization

(c) Particles Converge
Figure 1

for each type of method. This was done to bypass the ef-
fect of randomness that is inherent in the particle filter. This
allowed us to assess the average overlap and standard devi-
ation in different parts of the video (see Figure 2). As for
the overall tracking accuracy (for entire duration of video)
in terms of overlap is listed in Table 1. Here it can be noted
that the performance of color based method alone and Fu-
sion method was comparable.

For Area Overlap
µ σ

Color Based 0.647 0.039
Moment Based 0.567 0.060

Fusion 0.643 0.041

Table 1: Tracking accuracy, measured in terms of area overlap between the
ground truth and estimated bounding box

The euclidean error was also tracked and its plots can be
seen in Figure 3. For this, Table 2 summarizes the overall
tracking accuracy w.r.t to the euclidean error. As expected,
the values in Table 2, reconfirms the observation that Color
histogram and Fusion method perform better than the Mo-
ment invariant method.

A noticeable aspect of the tracker was its relative robust-
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(a) For Moment Based Method

(b) For Color Based Method

(c) For Fusion Method
Figure 2: Overlap area evolution throughout the tracking, averaged over
20 runs. The black line is for the mean of area overlap and the shaded part
represents its standard deviation over the 20 runs

For Euclidean Error
µ σ

Color Based 9.427 1.780
Moment Based 11.552 3.834

Fusion 8.739 1.819

Table 2: Tracking accuracy, measured in terms of euclidean distance be-
tween ground truth center and estimated center

ness to similar looking distractors. Shown in figure 4a, al-
though the bounding box increases in size due to the con-
fusion caused by distractors, the overall pose estimate re-
mains consistent with the tracked person. Moreover, from
Figures 2 and 3, a clear distinctive trend could be noticed
in the tracking between frame 600-900. This part of the
video can be considered the most difficult, as in this part,
there are a lot of occlusions, similar distractors (see figure
4b), seemingly more unstable camera and the target person
turns to the right (see figure 4c). When the person turns,
its profile is different from the usual back shot, so this may
cause problems in measurement. These bombardment of

(a) For Moment Based Method

(b) For Color Based Method

(c) For Fusion Method
Figure 3: Euclidean error evolution throughout the entire tracking, aver-
aged over 20 runs. The black line is for the mean of euclidean error and
the shaded part represents its standard deviation over the 20 runs

challenges, made the estimate worse with each frame, how-
ever, the estimate does come back to the true system state
eventually when things become normal. In figures 2a and
3a, a higher deviation can also be observed in the mentioned
video section, as compared to remaining methods. There-
fore, through just visual inspection and the over all standard
deviation for 20 runs, it is safe to say that moment invariant
method was found to be the least robust. While the Fusion
method seems to be the best tracker, at the cost of higher
computation and complexity.

5. Conclusion
The purpose of this project has primarily been to ex-

plore the capabilities of particle filters for tracking a per-
son in a video sequence. This entailed a comprehensive lit-
erature review, followed by selection of the most feasible,
yet suitable strategy for tracking people. The task is fur-
ther augmented with an objective of analyzing the tracking
performance differences between the chosen Color based,
Moment based and Fusion based methods. Consequently,
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(a) Good estimation despite similar
looking pedestrians (Frame No. 718)

(b) Deviation from target due to occlu-
sion and other similar looking person
(Frame No. 840)

(c) Target is tuned sideways, along with
multiple bodies in the frame (Frame
No. 882)

Figure 4

to facilitate a valid comparison and assessment, testing is
done via a seemingly difficult video sequence taken from
the Bobot benchmark. The test video is considered chal-
lenging due to partial and full occlusions, out of plane rota-
tion, moving camera and similar looking distractions. From
the experiments and subsequent results, it can be stated with
confidence that this respective particle filter was success-
ful in tracking the person, with the best performance being
comparable to [15]. As for the respective target represen-
tation strategies, i.e. Color, Moment and Fusion method.
The Fusion method provided the best tracking performance.
However, the difference is almost negligible between Fu-
sion and Color Based method, with respect to overlap area
metric. For the euclidean error, the Fusion method is sig-
nificantly in lead. Moreover, for both evaluation metrics,
the Moment based method ranked last. In the end, a crucial
takeaway from this study is the insight into particle filters,
object tracking, and object detection methodologies.
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